AN INCOMPLETE HISTORY
OF RISK MANAGEMENT

If you went to work this morning, you took a risk. If you rode
your bicycle, walked, or drove a car, you took a risk. If you put
your money in a bank, or in stocks, or under a mattress, you took
other types of risk. If you bought a lottery ticket at the newsstand
or gambled at a casino over the weekend, you were engaging in
activities that involve an element of chance – something intimately
connected with risk. The work *risk* has its roots in the old French
word *risqué*, which means “danger, in which there is an element
of chance” (Littré, 1863). The word *hazard*, another term integral
to discussions of risk management, comes from a game of chance
invented at a castle named Hasart, in Palestine, while it was under

In his 1998 book *Against the Odds*, Peter Bernstein describes
how thinking about risk evolved in part because of changes
in mathematical numbering systems, an understanding of the
statistical basis of probability, and the rise in popularity of gambling.
Although games of chance and gambling were depicted in Egyptian
tomb paintings from 3500 B.C.E., it wasn’t until the Renaissance that
a “scientific” or statistical basis for gambling was presented. This
was because the Hindu-Arabic numbering system (the numerals
1, 2, 3, and so forth) appeared in Europe between 1000–1200 C.E.
allowing calculations beyond simple addition and subtraction to be
performed. It wasn’t until the Renaissance, however, that the ten
digits – 0 to 9 – that we take for granted fully replaced the more clumsy Roman numerals.

During the Renaissance, Girolamo Cardano, a sixteenth-century physician, gambler, and mathematician (though perhaps not in that order) wrote a book titled, *Liber de Ludo Aleae* (“Book on Games of Chance”) that seems to have been the first study of probability in cards, dice throwing, and gambling. According to Bernstein, other great thinkers contributed to the growing body of literature on the subject: Galileo, in about 1630, wrote a brief essay, *Sopra le Scoperte dei Dadi* (“On Playing Dice”), in part to please Cosimo II, the Grand Duke of Tuscany. Other mathematicians and those organizing large bodies of data such as birth and death records established properties and rules concerning sampling, actuarial tables, and ways to predict behavior and events occurring in populations.

Money and financial interests drove early thinking on the topic of risk. Aristotle, in his treatise *Politics*, discusses the concept of *options* – a financial instrument that allows individuals to buy and sell goods from one another at pre-arranged prices. Options contributed to the dramatic “tulipomania” frenzy in Holland in the 1630s – people purchased and sold paper options instead of the actual tulip bulbs. Options were traded in the U.S. in the 1790s in what would later become the New York Stock Exchange.

Futures, in use in Europe since medieval times, were another type of financial instrument that helped reduce risk for farmers and commodity buyers. In 1865, futures on products such as grain, copper, and pork bellies were sold on the Chicago Board of Trade.

Insurance – a financial tool that reduces risk for a person or party by “sharing” potential financial burdens with others (who are compensated in some way for taking on the added risk) – has roots that reach back to 1800 B.C.E. when it was used to help finance voyages by ships. An early form of life insurance was provided by trade and craft guilds in Greece and Rome. As trade expanded in the Middle Ages, new forms of insurance were used to protect farmers and traders from droughts, floods, and other disasters.

Lloyds of London, probably the best-known insurance company in the world, was born in a coffee shop near the Tower of London in 1687, in part because the shop was a gathering place for ship captains who shared information about past and upcoming voyages, routes, weather, and hazards. Those who wanted to share in a risk
could sign their names on a board under the terms of a contract that all could see. From this practice arose the term “underwriters.”

Uses for insurance continue to expand, protecting individuals and groups from a variety of hazards. For example, a golf contest promoter could be insured against losses from a winning hole-in-one; musicians could be insured against lost income if they became unable to perform; a Hollywood screen actor could even insure her legs against injury.

Between the 1970s and 1990s, derivatives, complicated financial contracts so named because they derive their value from one or more assets, became popular, though highly risky, investments among individuals and organizations. Derivatives are used to hedge or protect against a financial loss and are particularly useful in conditions where there is significant volatility (i.e., financial risk); futures and options are two very simple forms of derivatives.

**Concern Over Technological Risks**

The Industrial Revolution sparked concern over risks that could be caused by technology. Specifically, it was the invention of steam-powered engines that changed how society and government viewed and controlled risks.

Steam engines, particularly those used on ships, had a potential to cause a greater number of casualties than other man-made inventions that had been devised until the late 1700s. In the 1800s, when high-pressure steam engines appeared, 2,563 people were killed, and nearly that number were injured in 233 steamboat accidents occurring between the years 1816 and 1848 (Burke, 1997).

In 1838, the U.S. Congress, after years of debating the role the federal government should have in regulating steam engines, took steps to protect the public by passing the first law regulating an industry. The Steamboat Inspection Service was established by federal authorities. It was not sufficiently effective, however, and accidents continued, killing 685 people from 1850–1851. In 1852, Congress passed another version of the Steamboat Inspection Act, which among other things established higher safety standards and moved the Inspection Service from the oversight of the Department of Justice to that of the Department of Treasury (U.S. Coast Guard, 1974).
Since the Industrial Revolution, the nature of hazards and risks has changed. Hazardous agents have grown both larger – bridges, airplanes, oil tankers, skyscrapers, for example – and smaller – pesticides, biologically active agents made through recombinant technology, subatomic particles, and electrons moving through integrated circuits, for instance.

Responses to Risks

In response to threats to individuals, society, and the environment, regulators, industry, and others involved in managing and controlling risks have taken a variety of approaches. One approach in the U.S. – situated at one extreme of the risk management spectrum – was the “Delaney Clause” that was added to three places in the Federal Food, Drug, and Cosmetic Act and which prohibited the addition to foods of any pesticide, additive, or coloring agents (in 1954, 1958, and 1960, respectively) shown to be carcinogenic in humans or animals. Underlying this clause was the belief that no threshold existed below which a given chemical could not provoke a carcinogenic response. This rationale also was referred to as the “one-hit” model: One contact between a carcinogenic substance and a cell was enough to cause cancer. Under the Delaney Clause, it didn’t matter if the animal with cancer had been exposed to hundreds of times the amount of the substance in question that a person might consume normally over a lifetime, or that the animal species had a metabolic pathway very different from that of humans. Under Delaney, the goal was absolute safety.

In contrast to this approach is the one used by industrial hygienists to protect workers from chemical and hazardous agents that could cause immediate or long-term negative health consequences. Threshold Limit Values®, or TLVs®, are guidelines that are established, interpreted, and applied by professionals to prevent “an unreasonable risk of disease or injury” (ACGIH, 2005). For example, methylene chloride, a chemical known to cause cancer in animals, has an eight-hour time-weighted average limit of 50 parts per million (ppm), meaning that a normal, otherwise healthy worker exposed to this level over a forty-hour work week would not be expected to develop any type of health injury.
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TLVs® are regularly evaluated and, when warranted by human exposure information or animal test data, changed to better protect workers who may be exposed.

Industrial hygienists frequently use risk management practices to identify, control, and monitor potentially hazardous agents. To comply with the Occupational Safety and Health Act (OSHA), firms need to perform process hazards analysis (Code of Federal Regulations, 1992). The regulation requires the use of the methods discussed in this book.

The U.S. Environmental Protection Agency (EPA) is another agency that mandates hazard assessments. The EPA’s regulation on Chemical Accident Prevention Provisions (Code of Federal Regulations, 2005a) requires that the “owner or operator...shall prepare a worst-case release scenario analysis...” and at least one “alternative release scenario for each regulated toxic substance in a covered process(es) and at least one alternative release scenario to represent all flammable substances held in covered processes.” These alternative scenarios would be based on those with the highest probability of occurring as well as other considerations listed in the regulation.

In 1975, the U.S. Nuclear Regulatory Commission, in its WASH–1400 Report (U.S. Nuclear Regulatory Commission, 1975), required the use of probabilistic risk analysis (sometimes written as PRA, which can cause it to be confused with the acronym for preliminary risk analysis). While similar to risk assessment techniques such as a failure mode effects analysis (FMEA) and other methods (including those described in this book), PRA uses experimental and actual data of failures to calculate, quantitatively, risks in a system.

In the 1990s, the U.S. Food and Drug Administration (FDA) began requiring manufacturers of certain types of foods to use a risk management method called hazard analysis and critical control points (HACCP) to identify, control, and monitor risks. The program first began with low-acid canned foods, expanded to include seafood, and then, in 2001, juices. The U.S. Department of Agriculture also requires that meat and poultry processing plants use HACCP as a risk management process. The FDA is considering mandating that HACCP be used in most all food processing and firms (CFSAN, 2001).
In 1997, with the transformation of the medical device good manufacturing practices (GMP) into the Quality System Regulation (QSR) (which is much more aligned with the international quality standard ISO 9000), the FDA required risk analysis under the auspices of “design validation”: “Design validation shall include software validation and risk analysis, where appropriate.” (FDA, 21 CFR 820.30(g)). Although risk assessment is not specifically mentioned in the regulation’s text in regards to corrective action and preventive action (CAPA), it is discussed in the regulation’s preamble (FDA, 1996):

159. Other comments stated that the degree of remedial action should be commensurate with the risk associated with a product failure. FDA agrees that the degree of corrective and preventive action taken to eliminate or minimize actual or potential nonconformities must be appropriate to the magnitude of the problem and commensurate with the risks encountered. FDA cannot dictate in a regulation the degree of action that should be taken because each circumstance will be different, but FDA does expect the manufacturer to develop procedures for assessing the risk, the actions that need to be taken for different levels of risk, and how to correct or prevent the problem from recurring, depending on that risk assessment. (Emphasis added.)

How risk assessment and risk management can be applied to medical devices is defined more clearly in the internationally adopted ISO Standard 14971, first published in 1998.

These measures led to the FDA’s expanding use of risk assessment and risk management within the pharmaceutical industry in the first decade of the twenty-first century. In the FDA’s report, Pharmaceutical CGMPs in the 21st Century – A Risk-Based Approach (FDA, 2004), the drug agency describes how it will internally use risk management in making decisions (i.e., setting inspection priorities, analyzing mounds of inspection and regulatory-action data, preparing new guidances and regulations). The agency “has identified efficient risk management as the primary way to make the most effective use of agency resources and address these challenges”, which they face
today. In regulations and guidelines that the FDA has proposed or finalized, the risk management concepts appear throughout. Risk-based phrases such as, “when appropriate,” “when necessary,” and “critical” all attempt to compel the industry to carefully identify measures that are and are not appropriate, necessary, or critical.

Through the efforts of the International Conference on Harmonization (ICH) involving the drug regulatory bodies and industry groups from the European Union, Japan, and the U.S., guidelines concerning risk management are being created. Quality by Design (also known as “Q8”) and Quality Risk Management (“Q9”) are expected to have a major impact on both the industry and regulatory agencies.

**Conclusion**

As we have seen in this abbreviated history, the evolution of risk management has been influenced by expanding knowledge and tools as well as by the hazards that need to be addressed. Regulatory bodies, which tend to react in response to incidents, over time enacted measures to prevent recurrences. These bodies also have shaped how hazards are identified and controlled.

For the pharmaceutical industry, risk management is forcing us to scrutinize our processes, products, materials, vendors, equipment, facilities, distribution systems – the list can include many other aspects of what we do – better than we have in the past. The FDA has offered “regulatory flexibility” to industry as an inducement to move to more risk-based thinking, but what this really means is still being determined and will undoubtedly continue to evolve in the coming years.

Integrating formal risk management approaches into quality systems – and the decisions that are made as a consequence – involve their own kind of risk because they demand that regulatory agencies and the industry conduct business in new ways. Current thinking regarding risk management is moving away from strict rules that are determined for and applied to each member of industry and toward a paradigm that carefully considers, manages, communicates, and controls the risks associated with the routine and unique opportunities, problems, and crises we face (Coburn, et al, www.pda.org/bookstore
2005). This undoubtedly will be uncomfortable at first for industry and regulatory bodies, but this different way of doing business has significant potential benefits for all involved.

“Managing risk is one of the things that bosses are paid for,” yet “most companies still don’t have any idea what is required of risk management,” stated The Economist (2004). In the pharmaceutical industry there are few quality professionals, production managers, or engineers who can look at an existing process and identify the potential risks, state how those risks are controlled, and assess the success of those controls. If our regulatory agencies continue to move towards a goal of a more scientific basis for regulation, firms will need to formally elucidate and document process risks, controls, and monitoring practices. At the same time, regulatory agencies like the FDA will need to significantly change the way they perform inspections to enable its investigators to evaluate properly the firm’s risk assessment and risk management practices.